
 
 

 
 

 
 

   
 

Holistic AI comments on the template relating to the audited description of 
consumer profiling techniques pursuant to Article 15 of Regulation (EU) 

2022/1925 (Digital Markets Act) 
 

15 September 2023 
 

European Commission 
Brussels 
Belgium 

 
RE: Feedback on the European Commission’s template relating to the audited description of 
consumer profiling techniques pursuant to Article 15 of Regulation (EU) 2022/1925 (Digital 
Markets Act) 
 
Dear Sir/Madam, 
 
Thank you for the opportunity to provide our considerations on this important matter.  

1. About Holistic AI 
 
Holistic AI is an AI Governance, Risk and Compliance platform with a mission to empower enterprises 
to adopt and scale AI with confidence. We are a multidisciplinary team of AI and machine learning 
engineers, data scientists, ethicists, business psychologists, and legal and policy experts. 
 
We have deep practical experience in auditing AI systems, having assured over 100 enterprise AI 
projects covering more than 20,000 different algorithms. Our clients and partners include Fortune 500 
corporations, SMEs, governments, and regulators. We work with several companies to conduct 
independent AI Audits and offer proprietary software as a service platform for AI Governance, Risk 
Management, and Regulatory Compliance. Considering that AI algorithms and models are frequently 
used in consumer profiling, we believe that Holistic AI not only has an interest in the enforcement of 
DMA but can also contribute thereto. 
 
2. Considerations 
 
We welcome the European Commission’s consultation on the template relating to the reporting on 
consumer profiling techniques and audit of such reports that designated gatekeepers will have to submit 
annually, under Article 15 of the Digital Markets Act. Auditing algorithms of any kind is a multi-faceted 
conduct, during which both enterprises and auditors may face uncertainties as well as complexities 
stemming from the current or potential divergence between prescribed regulatory provisions and actual 
dynamic industry practice. We appreciate the Commission’s intent of providing a guideline, as well as 
clarity to the audit of consumer profiling techniques and would like to take this opportunity to share our 
views on the issue.  
 
Before advancing further, we would like to note that we are aware that the Template is for the audit 
description only and does not contain information as to the audit procedure or methodology. However, 
as the procedure and methodology of the audit are inextricably intertwined with the description, and as 
Article 15 empowers the Commission to implement acts to develop the methodology and procedure of 
the audit, we would like to take a step further and share our views as well as proposals thereon. 
 
 



 
 

 
 

 
 

   
 

2a. Title of Section 1 and Section 3 
 
First, we would like to draw attention to the title of Section 1, which reads “General information on 
profiling description”, whereas the questions thereunder are addressed not to describe the profiling but 
to, as stated in the Introduction of the Template, identify the gatekeeper as well as actors involved with 
the drafting of the report.  
 
Similarly, Section 3 is entitled “General information on audit”, while the questions thereunder are 
concerning not the audit but the auditors. We believe that converging the title and the questions may 
increase the legal certainty and, hence, facilitate the procedure for all stakeholders. 
 
2b. Qualifications and independence of the auditors/auditing organisations 
We appreciate the transparency on the auditors’/auditing organisations’ identity and affiliations. On the 
other hand, we believe that it would be beneficial to both audited Gatekeepers and auditors/auditing 
organisations if the Commission provides guidance on the qualifications and appointment of auditors, 
as well as the evaluation criteria of the independence of the auditors/auditing organisations.  
 
2c. Methodology and procedure of the audit 
On a similar note, while the request for information aimed at providing transparency with respect to 
consumer profiling techniques is much appreciated, we believe that both audited gatekeepers and 
auditors/auditing organisations could benefit from practical guidance regarding the methodology and 
procedure of the audit, as referred to under Article 15, and the audit criteria. 
 
2d. Proposed Auditing Framework 
To help address this, we are providing a framework that helps determine primary guiding questions for 
performing such cooperative audits. These are not exhaustive, for we only intend to provide a starting 
point to facilitate rich multi-stakeholder discussion and deliberation on the topic. Derived from the 
typology developed by Koshiyama et al. (2022) and extensive industry experience, we offer a 
framework for algorithm audits that captures five key risk verticals: Robustness, Bias, Privacy, 
Explainability, and Efficacy. 
 
Kindly note that we focus solely on the audit of algorithms in this public comment.  
 

Risk Vertical Guiding Questions Audit Mechanisms  
Robustness - the risk that 
the algorithm fails in 
unexpected circumstances 
or when under attack. 

1. How can the risk of profiling 
techniques failing in expected 
circumstances be mitigated?  

2. How can profiling techniques be 
safeguarded against adversarial 
attacks?  

- Adversarial Testing  
- Red Teaming  
- Auditing model fallback plans 

Bias - the risk that the 
algorithm treats 
individuals or groups 
unfairly. 

1. How can the risk of profiling 
techniques discriminating against 
individuals on their protected 
characteristics be managed?  

2. What are the safeguards and 
guardrails being implemented by 
gatekeepers to prevent filter 
bubbles, echo chambers and 
algorithmic overdependencies? 

- Examining model outputs across 
different groups 

- Examining the use of protected 
characteristics and proxies  

- Examining model outputs across 
time 

- Gauging algorithmic bias across 
individual and group contexts 

Privacy - the risk that the 
algorithm may leak 
sensitive or personal data. 

1. How are gatekeepers ensuring 
algorithmic privacy?  

- Compliance with privacy 
regulations (e.g., GDPR) and the 

https://ieeexplore.ieee.org/abstract/document/9755237


 
 

 
 

 
 

   
 

2. Who has access to the data used by 
profiling algorithms?  

3. What data minimisation practices 
are being followed to ensure that 
data collected and used for 
profiling purposes is relevant, 
adequate, and necessary for its 
purpose? 

use of DPIAs (Data Protection 
Impact Assessment) 

- Ensuring cooperative audits 
follow data-access mechanisms 
wherein auditors have access to 
information such as model 
inputs, training data, and 
organisational processes 

- Ensuring platforms follow data 
minimisation and purpose 
limitation principles across 
product surfaces 

- Evaluating the deployment of 
Privacy Enhancing Technologies 
(PETs) such as dataset 
perturbation, differential privacy, 
federated learning, etc  

Explainability/ 
interpretability - the risk 
that the system or its 
decisions may not be 
understandable to 
developers and users. 

1. How, and according to which 
metrics, signals or criteria do 
profiling techniques create 
consumer profiles? 

2. How can profiling techniques be 
developed and deployed in a 
manner that enables users to 
understand the decision-making 
procedure of the profiling? 

3. What are the steps being taken by 
gatekeepers to explain algorithmic 
decision-making to users?  

- Surveying community standards, 
with a particular focus on 
recommendation and feed 
guidelines  

- Stakeholder consultation 
- AI lifecycle monitoring for new 

deployments 
- Publication of resources or open-

source code 
- Using appropriate methodologies 

to evaluate algorithmic 
explainability across model and 
dataset types 

Efficacy - the risk that a 
system underperforms 
relative to its use case. 

1. How often is the performance of 
profiling techniques examined?  

2. Are there procedures for 
improving system performance? 

- Use of performance metrics to 
gauge model accuracy, 
reproducibility, and reliability  

- User feedback mechanisms and 
procedures 

 
3. Holistic AI resources 
 
In lieu of the fact that the field of algorithm audits and assessments is relatively new, below we link 
some resources and references to our open-source and academic research.  

1. Reducing AI Harms and Lawsuits through AI Governance, Risk Management and Compliance 
2. Algorithm Auditing: Managing the Legal, Ethical, and Technological Risks of Artificial 

Intelligence, Machine Learning, and Associated Algorithms 
3. AI Assurance Processes 
4. A high-level overview of AI ethics 
5. Holistic AI Open-source library  

 
4. Concluding statement 
 
Holistic AI welcomes the opportunity to provide comments on this important matter. We appreciate the 
open, transparent, and collaborative approach taken by the European Commission. We uphold the 
important objectives of the Digital Markets Act and stand ready to support National Authorities and the 
Commission in the implementation and enforcement of this important legislation.  

https://www.holisticai.com/papers/reducing-ai-harms-and-lawsuits
https://ieeexplore.ieee.org/document/9755237/authors
https://ieeexplore.ieee.org/document/9755237/authors
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3685087
https://pdf.sciencedirectassets.com/776857/1-s2.0-S2666389920X00195/1-s2.0-S2666389921001574/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjEID%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIDK6pujtPcMjgVHRvYM5wIfeHnBPIX7M93jPcCABKTnIAiAj3TBJ03fjJJwVTQWfmD823qmLP3QlhqfX8mWFyWUz2yq8BQi4%2F%2F%2F%2F%2F%2F%2F%2F%2F%2F8BEAUaDDA1OTAwMzU0Njg2NSIMD8JxUo0l74abFbFWKpAFFvSQOCfyM2kb%2Fk%2F38eh2pplz3hAYHXsmFDTJP0MGa3LZUno1ZzsMarZloi1UaAJkQ6uXC9bUJZmoWVA7CgDXRe8lIvc57NPJ6GARcHaWEvCQ16cpfCC3%2BFSeCKTD58o2F4Du7UppUuNQuLI5uX%2FgQuyWaMta3gGQCzjqYk7DYtQVgnH94wj3e4pnKJB2GszMAD22vIn1nC0Bhe6Aiw5ROsVx0Qdm5svfOINzGFcNraWcDMY%2FwSRlgoG9vi6%2BKq%2B91Py5kahPcCeODv531Uqx%2BwAg97XPyLGeyOmToiai7jp1X7l8krg4%2BfUkt2bhzd7FznINwuI6t0WciZqOKTA%2F%2BHs1M5BtoSNbJ2E7LSWCQeYayE8RO9Hw5TRbVlLA0knTCLQ1nry8LCEkONqcSaEV59PQ8p4pJMsJmig1SBO4VWoi2n7g08aRrjdr6t5OG97utV3BJSRCcKrY%2BfFYGFGj2UbOqjToRp3XrkoY0nG%2FC5d6DqexkvJPNHCT7KaWvcviO7ER7VzDDfXSH8XSQ%2FOW7RFRMmNgRc%2BfnpDzMROqV%2BM1N8kYZxsduXnf7QECsD1lgqHg3y1Whm2HkFK%2B1HMD3MArzyByN4DZBGKixrbXf%2FGRx%2FsavjACqm8tMjEvSalptWwwK0kfbbVZU386wExOcPA22SPwMraQF64oKJu%2Fm3eCPnFYMVzYZhaRGagbmYddzHjg56h69%2BQPJ%2FN2Ha8lBt4%2FETHNxUTMxuYqHsOi2mTeqpEMwL%2FSTxM%2B8kjwNJIxQETryyhOczY5NEIZOm4H076mMJeo4Nd7wFE9oBNM6aVS%2BBOSyug0mPIro5A%2B0gGI6nE6zoFfWUpM63c3GsY7hr8IsbxlqYWeFjz0thVij08w1IjhowY6sgE%2BRF%2FZnhUx6C%2BH5mLbG%2F7qui3pMCfuO4QTEj%2BpYKCtvMZl73p6WGs0YToG1eQzP8fsoCp9ZZzt2v%2BG9uKY4MxWBNkUt8F9nO%2BDbBgp%2B6ZiV0IJEt1y%2Fz2A%2B85gYRdL8dxEXOZ63CoV3M9gkUvynrnNSZdweaAuYI3ZuwH0BCXHkcN2nCBcUCs3whSXS7F6AwNIEb9hWXBg2vk5KpXdtaoJqWrFFNarwZpoZMfcQMIRIHN9&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20230601T084649Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYYYQAFLQL%2F20230601%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=a64f400cbc73d969285dad3c5bfc3e83195f16df98a1925a00f301d24e78dba5&hash=31dbadb3b369dfd63859a3a3b521120b0306b767e9be25cdba4aa06f6305a95f&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S2666389921001574&tid=spdf-2ea55222-b4f4-4c75-b091-dfa92afc0b1c&sid=b3d551b39ef5384d4f1af8447105abdd96ffgxrq
https://www.holisticai.com/open-source


 
 

 
 

 
 

   
 

 
Please contact publicpolicy@holisticai.com for any further information or follow-up on this 
submission.  
 

Sincerely,  
Holistic AI 

https://www.holisticai.com/ 
 
 
 
 

mailto:publicpolicy@holisticai.com
https://www.holisticai.com/

